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ABSTRACT 

Camera rotation and translation recovery from un-calibrated images is a very challenging task as it could 

affect the accuracy of 3D point reconstruction process. Existing method based on Structure from Motion 

(SfM) using epipolar geometry and fundamental matrix is a popular method to recover camera intrinsic 

and extrinsic parameter. However, this method requires complex process and high in computational time. 

Other than that, GIS/GPS information is not stable and could affect the accuracy and reliability. SfM 

method using optical flow can be used to recover camera rotation and translation. However, existing 

methods only focus to recover camera rotation and translation on particular angle and the assumption is 

the object position always perpendicular to the center of camera. Even though optical flow method is less 

complex but it still encounters the problem with accuracy. Therefore, this paper discusses a preliminary 

experiment to recover camera rotation and translation using optical flow based method. In the experiment, 

various camera position and optical flow pattern were observed. Result shows that world camera position 

can be recovered from optical flow vector. This experiment is a prerequisite step in order to propose an 

accurate and efficient method in 3D reconstruction from un-calibrated images. 
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1. Introduction 

3D reconstruction has been discussed widely in computer graphic research as the 3D content is 

the main element in virtual and augmented reality application. Moreover, virtual and augmented 

reality applications have tremendous impact in various fields such as entertainment, tourism, 

architectural and education.  3D reconstruction involve the process to capture the real object 

either using active or passive method. Active method requires special hardware such as 

structured light and laser that involve interference of the real object (Izadi et al., 2011). On the 

other hand, passive method only uses a normal camera sensor and image understanding in 3D 

reconstruction process (Kang et al., 2013; Zakaria et al.,2010; Karami et al., 2014). Moreover, 

3D reconstruction using software such as 3D studio Max, Blender or Maya requires training and 

skills.   

Passive method using image based sequence is very popular method in 3D reconstruction. This 

input can be acquired using single camera or multi–cameras. Image acquisitions using multi-

cameras is high in cost and tedious since the process require camera calibration in fix position. 

Therefore, image acquisition using single moving camera has the demand as it low in cost. 

People can use their normal consumer camera or Smartphone to capture the image sequence. 

Moreover, this camera can be easily mounted on moving vehicles to capture the large scale of 

images (Haala et al., 2013; Nex et al.,2013) . However, 3D reconstruction using single moving 

camera has more challenges due to various image rotation and translation (Nguyen et al., 2013; 

Pollefeys et al., 2004). This process related to camera rotation and translation recovery process 

which is one of the important steps in 3D reconstruction using feature based method.  

Therefore, this paper presents a preliminary experiment to recover camera rotation and 

translation using optical flow based method. This experiment is a prerequisite step in order to 

propose an accurate and efficient optical flow method to recover the camera rotation and 

translation from un-calibrated images. Next section in this paper will discuss about related work, 

camera rotation and translation using optical flow method, preliminary experiment result, 

discussion and future work. 

2. Literature Review  

 

Based on literature, there are three main methods for 3D reconstruction from un-calibrated 

images either using feature, volumetric or hybrid methods. Feature based method involves 

feature extraction from selected point of interest (Toldo et al. 2015 ; Pollefeys et al. 2004; El et 

al. 2014; Zhao et al. 2010). Meanwhile, volumetric based methods can be either image from 

silhouette or space carving (Zhao et al. 2010; Liang and Wong 2010). This approach has 

limitation on object concavities and high in computation time as it involves voxel representation 

(Nguyen et al. 2013 and Zhao et al. 2010). On the other hand, hybrid method involves 

combination of both feature based and volumetric methods (Nguyen et al. 2013).  
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Therefore, this research focuses on feature based method which is widely used and able to 

detect feature from complex object. This method involves few steps such as feature extraction 

and matching, camera rotation and translation recovery, 3D point reconstruction and merging 

process. Camera rotation and translation recovery is very important in order to relate the image 

and world coordinates. This information is required to reconstruct the accurate 3D point. In 

general, Structure from Motion (SfM) based on epipolar geometry and fundamental matrix, 

optical flow and GIS/GPS are the existing methods that have been used to recover the camera 

rotation and translation for un-calibrated images. 

 SfM based on Epipolar geometry & Fundamental Matrix 

 

Existing method based on Structure from Motion (SfM) using epipolar geometry and 

fundamental matrix is a popular method to recover camera intrinsic and extrinsic parameter 

between two views. This method only relies on the cameras internal parameters and relative 

pose. Fundamental matrix is the algebraic representation of epipolar geometry that derives from 

the mapping between a point and its epipolar line. However, this method has taking longer time 

to refine camera parameter for each additional view (Pollefeys et al., 2004). Moreover, it requires 

complex process and high in computational time (Kang et al.2013 ;Pollefeys et al.,2004). 

Therefore, there are research that use essential matrix that specialized the fundamental matrix 

to the case of normalized image (Nguyen et al., 2013; Ji et al. 2004). This matrix has fewer 

degree of freedom and additional properties compared to fundamental matrix. For example, some 

research has restricted that the rotation must be about the same axis and equal angles (Ji et al. 

2004). In other research, the focal length information was extracted from EXIF tag (Zhao et al. 

2010). However, EXIF tag is not always reliable in all images (Pollefeys et al.2004). 

 SfM based on Optical Flow 

 

Another method to recover camera rotation and translation is SfM method using optical flow. 

This method provides the relation between corresponding points using gradient based method. It 

detected the movement of a region by calculating where it moved in the image space. The 

assumptions were the pixel intensities of an object do not change and the neighboring pixels had 

similar motion. This method is fast and reliable to recover camera rotation and translation 

(Kanatani., 1988; Ohta , 201;Ming-Xin et al. 2012). 

  However, existing methods only focus to recover camera rotation and translation on 

particular angle and the assumption is the object position always perpendicular to the center of 

camera (Diskin et al. 2013; Kanatani 1988; Ohta  2015;Ming-Xin et al. 2012). Moreover, there 

are research that only focused on tracking the global estimation of translation and rotation of 

camera in z-axis rotation (Ming-Xin et al. 2012). This situation is not always reliable for single 
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moving camera. In addition, even though optical flow method is less complex to recover camera 

rotation and translation but it still encounters the problem with accuracy (Ohta  2015).  

 GIS/GPS 

 

Besides, there are research that have utilized Geographical Information System (GIS) or 

Global Positioning System (GPS) to recover camera position (Tanathong and Lee, 2014; Kume 

et al., 2010; Guo and Gao, 2013). This method is fast because the information about camera 

position can be retrieved directly from the sensor. However, this method suffers from unstable 

connection from satellite that could affect the accuracy (Tanathong and Lee, 2014). Previous 

research mentioned that actual error of GPS positioning grows to the 10 meter level (Kume et al. 

2010). Moreover, direct GPS usage for camera pose affects the robustness in feature match. 

Therefore, prior information in SfM method is required (Guo and Gao,2013).  

Based on literature, SfM method using optical flow able to recover camera rotation and 

translation between two corresponding point in fast and less complexity. However, this approach 

still has issue related with accuracy. For example, false match that considered as outliers need to 

be rectified. This is to ensure that the camera rotation and translation on image plane is accurate.  

3.   Camera rotation and translation using optical flow method 

 

This section discuss about the methodology for camera rotation and translation recovery in 3D 

reconstruction from un-calibrated images. The process is a part of the whole process in 3D 

reconstruction from un-calibrated images as shown in Fig. 1.  

 

 

 













 
 

Fig.1. Methodology 
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3.1  Image Acquisition 

 

This step involves the process to acquire image from various camera position. Experiment was 

set up using controlled environment to reduce the variables with black background. Image 

sequences were capture using normal user camera from various camera rotation and translation 

as shown in Table 1. This image sequences were later will be used to observe the optical flow 

pattern. 

Table 1: Image Acquisition 

Image Acquisition 

 

Different Translation 

(x , y and z) 

 

 

Different Rotation 

(x , y and z) 

 

 

3.2  Camera rotation and translation recovery 

 

In this step, features were extracted from two image sequence using Harris Corner Detection. 

This process used to select a set of point of interest from the images. After that, the selected 

features between two images were matched using Pyramidal Lucas Kanade optical flow method. 

This method consider a pixel I(x,y) in the first frame that moved by distance (dx,dy) in the next 

frame after dt time. Since this research dealt with image only, therefore time was not needed. 

Optical flow vectors are used to identify the movement of the camera in the world space. This 

information later will be used to find the transformation ratio between image plane and world 

space. This relation is very useful in order to reconstruct the 3D point equation in the next step. 

3.3  Preliminary experiment result 

 

This section discuss about the finding on preliminary experiment for camera translation and 

rotation recovery. Fig. 2 shows features that have been extracted and matched from two images.  

Meanwhile, Table 2 and 3 show the changes on optical flow pattern when the camera translate 

and rotate at y-axis camera rotation.  
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Fig.2. Feature extraction and Matching 

Table 2: Camera Translation Recovery 

Camera  

Translation 

Optical Flow Pattern 

 

Average 

Translation 

Left 

(x-axis) 

 

 

 

 

 

Tx : +6.6321 

Ty:  -0.0572  

 

 

 Right 

(x-axis) 

 

 

 

 

 

Tx: -6.7257 

Ty: +0.0546  

 

Upward 

 (y-axis) 

 

   

 

 

Tx:  0.6689 

Ty: 4.8915 

Downward 

 (y-axis) 

 

 

 

 

Tx:  -0.6562  

Ty: -4.8637 
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Table 3: Camera Rotation Recovery 
 

 

 

 

 

 

 

 

 

 

Based on the preliminary experiment, camera translation and rotation can be recovered from 

optical flow vector. This can be obtained from the average translation of x (Tx) and y (Ty) as in 

Eq. 1.1 and 1.2. Fig.3 shows the algorithm that has been developed to identify the world camera 

direction from two images. 

Tx = 𝑢2 − 𝑢1     (1.1) 

Ty = 𝑣2 − 𝑣1       (1.2) 

 

 

 

 

Forward 

(z-axis) 

 

 

Tx: 0.7203  

Ty: 0.6527  

 

 

Backward 

(z-axis) 

 

 

 

 

Tx: -0.6535 

Ty: -0.5903  

 

Camera  

Rotation 

Optical Flow Pattern 

 

Average 

Translation 

Left 
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Tx: +14.3748 

Ty: -0.17320  

    

 

 Right 
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Tx:-10.3344 
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Fig. 3. Algorithm to identify the camera direction from two images 

 Once the camera movements have been identified, the next step involves finding the value of 

rotation angle in image plane based on specific formula as in Table 4. 

Table 4: Camera Rotation Angle 

Camera Rotation Formula 

y-Axis 

 
 

𝑧2 = 𝑧1cosθ − 𝑥1sinθ     

𝑥2 = 𝑧1sinθ + 𝑥1cosθ    

𝑦2 = 𝑦1    

z-Axis 

 

𝑦2 = 𝑥1sinθ + 𝑥1cosθ     

𝑥2 = 𝑥1cosθ − 𝑦1sinθ    

𝑧2 = 𝑧1    

x-Axis  

 
 

𝑦2 = 𝑦1cosθ − 𝑧1sinθ     

𝑧2 = 𝑦1sinθ + 𝑧1cosθ    

𝑥2 = 𝑥1    

 

4.  Conclusion & future work 

 

This paper focuses on preliminary experiment on camera rotation and translation recovery based 

optical flow feature matching. This is one of the important step to relate the image 

if ( (Tx = = +) && (Ty= = -)) { 

 if (|Ty|<=0.1) { 

                Camera translate to the left on x-axis 

 else 

    Camera rotate to the left on y-axis} 

else if (( (Tx = = -) && (Ty= = +)) { 

 if (|Ty|<=0.1) { 

                  Camera translate to the right on x-axis 

 else 

   Camera rotate to the right on y-axis} 

else if (( (Tx = = +) && (Ty= = +)) { 

 if (|Tx/Ty| = =1) { 

                  Camera translate forward on z-axis 

 else 

   Camera translate upward on y-axis} 

else if (( (Tx = = -) && (Ty= = -)) { 

 if (|Tx/Ty| = =1) { 

                  Camera translate backward on z-axis 

 else 

   Camera translate downward on y-axis}} 
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transformation between image plane and world space. The information is valuable to find 3D 

point in the next step of 3D reconstruction from un-calibrated images. This task become more 

challenging since the images rotation and translation derive from various camera position. 

Existing methods that used to recover camera rotation and translation still encounter the problem 

with higher processing time, complexity and accuracy. Moreover, current methods based on 

optical flow only focus on certain position of camera rotation angle and translation. This 

situation is not always reliable for single moving camera. Therefore, this research aim to propose 

a new method to recover camera rotation and translation based on optical flow for 3D 

reconstruction from un-calibrated images. 

Result from the preliminary experiment shows that camera translation in all axes and y-

axis rotation can be recovered from optical flow vector. Further experiment will be conducted for 

camera rotation in x and z axis. From this result, the translation value and rotation angle will be 

recovered using specific formula. After that, the 3D point equation will be reconstructed based 

on relation between image plane and world space camera coordinates. Finally, all sets of points 

will be merged together to represent the real 3D object. In future work, the 3D point accuracy 

and performance will be validated based on benchmark data reconstructed from calibrated 

camera setting. The proposed method also will be compared with the previous methods. 
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